
Using computer vision, we suggest the most likely photo-id 
matches and flag unseen individuals without pre-processing.
Automatic Photo-Identification of Cetaceans Using Deep Learning OVERVIEW

- Multi stage pipeline of trained 
neural networks

- Automatically detect fins via a 
Mask R-CNN network using 
pixel overlap

- Detected fins are cleaned then 
sent for catalogue matching via 
a Siamese Neural Network 
(SNN)

- SNN creates a numeric 
representation of the fin (Fin 
Embeddings)

- Comparison of representation 
allows for catalogue matching

- Can be used to flag possible 
previously unseen individuals

RESULTS

System components tested on 
catalogues covering a range of 
locations, times, and species to 
ensure generalisability.

Detector (Mask-RCNN):
- Tursiops aduncus, Tanzania 1: 

91% pixel overlap. Total # fins 
= 616

- T. truncatus & Lagenorhynchus
albirostris, UK 2: 96% pixel
overlap. # fins = 2900

Catalogue Matcher (SNN):
- T. truncatus & L. albirostris, UK 3 : 

83% ID within 10 MLM. # of 
classes = 44

- T. truncatus, USA 4 : 97% ID 
within 10 MLM. 
# of classes = 23
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DATA AVAILABILITY
1. Provided by Matthew Sharpe (Newcastle University), 

see: doi.org/10.1002/aqc.3221 
2. Publicly hosted, see: arxiv.org/abs/2005.13359
3. From 2 with additional provided by Barbara Cheney 

(University of Aberdeen) and Monica Arso Civil 
(University of St. Andrews)

4. Provided by Kim Urian (Duke University) and Reny
Tyson Moore (Chicago Zoological Society's Sarasota 
Dolphin Research Program), see: 
doi.org/10.3389/fmars.2022.849813
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X = number of dimensions in the hyperspace. 
Decided by the model at train time.


